
[Wagh, 2(8): August, 2013]   ISSN: 2277-9655 
Impact Factor: 1.852 

                                                                                                                 

http: // www.ijesrt.com         (C) International Journal of Engineering Sciences & Research Technology 
[2170-2176] 

 

IJESRT   
INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH 

TECHNOLOGY 
Human Tracking System 

Mrs. Kavita V. Wagh*1, Dr.R.K.Kulkarni2     
*1Professor, EXTC, VESIT, Mumbai, India 

2Student, EXTC, VESIT, Mumbai 
Waghkav@gmail.com 

Abstract 
  This paper presents a comprehensive framework for tracking coarse human model from sequences of 
synchronized monocular grayscale images in single or multiple camera coordinates. It demonstrates the feasibility of 
an end-to-end person  tracking system using a unique combination of motion analysis  from sequences of 
synchronized monocular grayscale images in  different camera Coordinates and other existing techniques in motion 
detection, segmentation, and  patter  recognition. This human tracking is an important task in many vision 
applications. The main steps in video analysis are two: detection of interesting moving objects and tracking of such 
objects from frame to frame. In a similar vein, most tracking algorithms use pre-specified methods for 
preprocessing. 
  There are several objects tracking algorithms i.e. Meanshift, Camshift, Kalman filter with different pre-
processing methods. The system starts with tracking from a single camera view. When the system predicts that the 
active camera will no longer have a good view of the subject of interest, tracking can be switched to another camera 
which provides a better view and requires the least switching to continue tracking. The nonrigidity of the human 
body is addressed by matching points of the middle line of the human image spatially and temporally, using 
Bayesian Classification schemes. Multivariate normal distributions are employed to model class-conditional 
densities of the features for tracking, such as location, intensity, and geometric features. 
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Introduction  
Tracking motion is of interest in numerous 

applications such as surveillance, analysis of athletic 
performance, and content-based management of digital 
image databases. Recently, growing interest has 
concentrated upon tracking humans using distributed 
monocular camera systems to extend the limited viewing 
angle of a single fixed camera. In such a setup, the 
cameras are arranged to cover a monitored area with 
overlapping vision fields to ensure a smooth switching 
among cameras during tracking. Here a comprehensive 
framework for tracking coarse human models across 
multiple camera coordinates and demonstrate the 
feasibility of an end-to-end person tracking system with 
existing techniques in motion detection, segmentation, 
and pattern recognition is presented. The nonrigidity of 
the human body is addressed by matching points of the 
middle line of the human image, spatially and 
temporally, using Bayesian classification schemes. 
 Considered the moving human image as a 
combination of various blobs. All distributed cameras 
were calibrated in the world coordinate system, which 
corresponds to a CAD model of the indoor environment. 

The blobs of  body parts were matched through image 
sequences using the area, average brightness, and rough 
3D position in the world coordinates adopted a similar 
strategy to construct a 3D environmental model using the 
voxel feature. The depth information contained in the 
voxel is obtained using height estimation. Moving 
humans were tracked as a group of these voxels from the 
"best" angle of the viewing system. Neither of these 
methods considered the particular body structure and 
shape characteristics of a human being. In addition, both 
need to model the environment in 3D and establish a 
world coordinate [3]. They are computationally 
expensive and do not adapt to changes in dynamic 
environments. Based on studies on human geometric 
structures, distinguishing moving human figures from 
other nonhuman objects by modelling the human body. 
Matching the subject image between consecutive frames 
involves motion estimation in a spatial-temporal domain 
under a Bayesian classification scheme. Tracking is done 
from a single camera view until the system predicts that 
the active camera soon will no longer have a good view 
of the subject of interest. But there are methods in which 



[Wagh, 2(8): August, 2013]   ISSN: 2277-9655 
Impact Factor: 1.852 

                                                                                                                 

http: // www.ijesrt.com         (C) International Journal of Engineering Sciences & Research Technology 
[2170-2176] 

 

tracking switches to the camera that will provide a better 
view and require the least switching to continue tracking. 
Thus, the tracking paradigm consists of three basic 
modules: Single View Tracking (SVT), Multiple View 
Transition Tracking (MVTT). 
 
Single View Tracking 

 
Fig.1: Basic procedure of tracking. 

 
  As shown in fig.1 tracking from a single view 
includes two major components: 
Preprocessing and feature correspondence between 
consecutive frames. Three stages of preprocessing are 
performed: 

1. Segmenting the moving objects from the still 
background, 

2. Distinguishing human subjects from other 
segmented non background objects, and 

3. Extracting features from the segmented human 
subjects. 

 Feature correspondence is established by 
applying a Bayesian classifier to locate the most likely 
match of the subject image in the next frame. The feature 
vector consists of location, intensity, and geometric 
information, Multivariate Gaussian models are 
formulated to parameterize the class conditional 
probability density of the feature vector. Thus, tracking is 
reduced to finding the minimum sum of the 
corresponding Mahalonobis distances of the feature 
given the estimated feature parameters. 
Pre-processing 
 Pre-processing is critical to the success of high-
level processing stages. If a moving humen is missed at 
the pre-processing stage, the system will be unable to 
track this particular object at later stages. 
  The major task of preprocessing [19] is 
to segment human images from the rest of the image 
objects. There are still no satisfying and robust general 
solutions. Here, we apply efficient standard motion 
detection and segmentation techniques to take the 
advantage of the fact that the viewing system is still more 
robust and complicated segmentation schemes could be 
applied if computational cost is not a consideration.  

 Due to their robustness for matching in different 
views, N points belonging to the middle line of the upper 
body are selected and aggregated as the feature to track. 
The line segment is extracted by finding the middle 
points of the blobs. Using multiple feature points instead 
of a single point [6] makes matching the subject image 
more reliable. We have elected to use six points based on 
the trade-off between the need to use fewer points to 
reduce computation cost and the need to use more points 
due to the nonrigidity of moving human figures. 
 To ensure the robustness of the feature matching, we 
incorporate three types of features:  location, intensity, 
and geometry.  

• The location feature is defined as the horizontal 
and vertical position of the feature points:  
X t = [(ult,v1t), (u2t,v2t),, , . , (unt,vnt)]

T,, where t is 
the time index. 

• We define the intensity feature as  
 Yt = [y1t,y2t….ynt]

T, in which ymt is the average 
intensity of the  neighborhood of the mth feature 
points.  

• Another type of feature is the image height ratio 
between  consecutive frames (the height of a 
candidate image in the current frame divided by 
the subject height in the previous frame) as the 
geometric feature (gt), where the image height is 
computed as the height of the upper body using 
a coarse 2D geometric human model at the 
segmentation stage. This feature is essential for 
tracking in narrow corridor scenes where the 
location and intensity features most likely fail. 

Background Subtraction 
 Object detection can be achieved by building a 
representation of the scene called the background model 
and then finding deviations from the model for each 
incoming frame. Any significant change in an image 
region from the background model signifies a moving 
object. Usually, a connected component algorithm is 
applied to obtain connected regions corresponding to the 
objects. This process is referred to as the background 
subtraction. A substantial improvement in 
background modelling is achieved by using multimodal 
statistical models to describe per-pixel background color. 
For instance, use a mixture of Gaussians to model the 
pixel color. In this method, a pixel in the current frame is 
checked against the background model by comparing it 
with every Gaussian in the model until a matching 
Gaussian is found. If a match is found, the mean and 
variance of the matched Gaussian is updated, otherwise a 
new Gaussian with the mean equal to the current pixel 
color and some initial variance is introduced into the 
mixture. Each pixel is classified based on whether the 
matched distribution represents the background process. 
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Moving regions, which are detected using this approach, 
along with the background models are shown in Fig.2. 
 

 
Fig .2. Eigenspace decomposition-based background 

subtraction [19]:  
(a) An input image with objects, (b) Reconstructed image 

after projecting input image onto the eigenspace, (c) 
Difference image. Note that the foreground objects are 

clearly identifiable 
 

Algorithm Used 
 The algorithm used is a non-parametric method. 
It provides accurate localization and efficient matching 
without expensive exhaustive search. The size of the 
window of search is fixed. It is an iterative process, that 
is to say, first compute the meanshift  value  for the 
current  point position, then move the point to its 
meanshift value as the new position, then compute the 
meanshift until it fulfill certain condition. For an frame, 
we use the distribution of the levels of grey which gives 
the description of the shape and we are going to converge 
on  the centre of mass of the object calculated  by means 
of moments. The flow chart of meanshift  in fig.3 
described the steps of the algorithm.  The number of 
iterations of the convergence of the algorithm is obtained 
when the subject is followed within the image sequence. 

 
Fig.3 Flow chart of the human tracking system 

 
 

a. Block Kalman filter 
The Kalman filter estimates the position of the object in 
each frame of the sequence [6], [5]. The input parameters 
of the Kalman filter, respectively, the position of the 
object in the image at time k, the size of the object and 
the width and length of the search window of the object 
which vary due to the mobility of the object during the 
sequence. These parameters represent the state vector 
and measurement vector of the Kalman filter [3]. In 
general, the estimation of parameters followed with a 
Kalman filter is a process that requires the following 
steps: 
Step 1: The measure is to take the tracking parameters 
calculated by the algorithm Camshift. 
Step 2: The estimate, which updates the position of the 
object. 
Step 3: The prediction, which calculates the position of 
the object in the next frame. 

b. Steps for Calmshift algorithm: 
Step1: Set the image as the search area. 
Step2: Initialize the size and location of the search 
window 
Step3: calculating the probability distribution of color in 
the search window. 
Step4: Run MeanShift to obtain a new location and size 
of search window. 
Step5: In the next frame of video images, initialize 
location and size by step3. And Jump to step3 continues 
to run. 

 
Face Recognition Based on Eigenfaces Generation 
Using PCA Algorithm 
 In the project Eigenfaces generation based on 
PCA algorithm is used which is  well studied method of 
face recognition. PCA is a method of transforming a 
number of correlated variables into a smaller number of 
uncorrelated variables. Similar to how Fourier analysis is 
used to decompose a signal into a set of additive 
orthogonal sinusoids of varying frequencies, PCA 
decomposes a signal (or image) into a set of additive 
orthogonal basis vectors or eigenvectors. The main 
difference is that, while Fourier analysis uses a fixed set 
of basis functions, the PCA basis vectors are learnt from 
the data set via unsupervised training. PCA can be 
applied to the task of face recognition by converting the 
pixels of an image into a number of eigenface feature 
vectors, which can then be compared to measure the 
similarity of two face images. 
Training the face detector requires the following steps: 

1. Calculate the mean of the input face images  
2. Subtract the mean from the input images to 

obtain the mean-shifted images  
3. Calculate the eigenvectors and eigenvalues of 

the mean-shifted images  
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4. Order the eigenvectors by their corresponding 
eigenvalues, in decreasing order  

5. Retain only the eigenvectors with the largest 
eigenvalues (the principal components)  

6. Project the mean-shifted images into the 
eigenspace using the retained eigenvectors. 

Detailed steps to find out best match : 
1. Initially obtain the zero-mean face images. 
2. Calculating the eigenvectors and eigenvalues. 
3. The output from from previous step is a matrix 

of eigenvectors.  
4. Truncate the eigen vector matrix to maximum 

principal components 
5. The number was selected somewhat arbitrarily. 
6.  Next step is achieved by achieved by projecting 

the mean- shifted input images into the 
subspace defined by     truncated set of 
eigenvectors. 

7. Once the face images have been projected into 
the eigenspace, the similarity between any pair 
of face images can be calculated by finding the 
Euclidean distance (y1-y2) between their 
corresponding feature vectors y1 and y2. 

8. The smaller the distance between the feature 
vectors, the more similar the faces. 

9.  It is simply defined by similarity score s 
(y1,y2) based on the inverse Euclidean distance. 

10.  To perform face recognition, the similarity 
score is calculated between an input face image 
and each of the training images. The matched 
face is the one with the highest similarity, and 
the magnitude of the similarity score indicates 
the confidence of the match. 

 Human face images are very similar in all 
configuration and they can be described by some “basic 
face images”. According to this idea, one can find the 
“basic faces” that best account for distribution of face 
images within the entire face space using the principal 
component analysis. The “basicfaces” are so-called 
“eigenfaces”. 
Let the train set of face images be τ1, τ2….. τ M., 
 The average face of the set is defined by  

τ M   and different faces from the 
average face are  Φi = τi-       where i=1,2….M. If a face 
image is considered as a vector whose length is equal to 
the number of the face image pixels, then the kth 
eigenvalue then λk and the eigenvector of face vectors is 
chosen such that 
 
CUk =λkUk                        (1)  
                                                                         
 
 

Ut
kUk         = 1 for   k=n 

                   0 for k ≠ n     (2) 
 

C =   = AAt     (3) 

 

A =     (4) 

 

a. Average face  :    Ψ =    

 
b. Different faces      :   =   Ψ 

 
c. Compute matrix AAt     where each element is 

 
  =( )/M 

d. Compute eigen vectors Xk   and eigen values  λk  

of the matrix A
t A         

e. Eigen value U k   are 

                          U k   =  /                                                             

Result 
The tests video sequences was a public in 

Internet as shown in fig.4 . This video has been adopted 
by many researchers to test their algorithms, because of 
its capacity in simulating  various tracking conditions, 
including illumination changes, pose variations, 
occlusions, and distraction. Since ensemble tracking is a 
general framework for tracking objects, several object 
tracking algorithms (Meanshift, Camshift, Kalman 
filter),and a pre-specified methods for preprocessing 
(method of histogram color, method of background 
subtraction and method of detection skin color are 
evaluated to achieve a good tracking performance. An 
adaptive first pre-processing the histogram color was 
tested to the video sequences. The algorithm tracks the 
object as it moves from one frame to the next one in 
approximately 0.15 second on a 2.2GHz PC in Matlab. 
The first expriment is on a video sequence of glass in 
hand man with 100 frames of spatial resolution 320×240. 
The tracking target is the moving is the glass. The second 
experiment is on a sequence with 100 frames of spatial 
resolution 144 × 176. In this video, we will track a 
motion of face. As shown in Fig. 3, the trajectories of the 
glass for the three algorithms tracking by the Camshift 
algorithm and the estimated trajet location of the Kalman 
filter in the frame plane. 
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Fig.4 . Tracking results of 3 sequences video by the 
Histogram methods. 
 
Conclusion 
 This paper focuses on simultaneous tracking of 
human. During the test sequences generated with 
different methods of pre-processing, we can conclude 
that the tracking of human differs from one human to 
another and several parameters can affect the results of 
tracking. Experimental results show that our algorithm 
(Camshift and the Kalman filter) is superior in terms of 
precision, reliability and execution time, compared the 
various methods presented in the literature. In particular, 
the use of several methods preprocessing to detect the 
object in each frame of the sequence, provides 
satisfactory results in the case of the complex video 
sequence  
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